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Sample Size Calculation Guide - Part 4: How to Calculate the Sample Size for a Diagnostic Test Accuracy Study based on Sensitivity, Specificity, and the Area Under the ROC Curve
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INTRODUCTION
In the previous educational articles, we explained how to calculate the sample size for a rate or a single proportion, for an independent cohort study, and for an independent case-control study (1-3). In this article, we will explain how to calculate the sample size for a diagnostic test accuracy study based on sensitivity, specificity, or the area under the ROC curve.

WHEN TO USE THE SAMPLE SIZE CALCULATION PROCEDURE OF DIAGNOSTIC PERFORMANCE
The methods explained hereafter should be used in the case that the diagnostic performance of your new test (new device, survey, or biomarker) is expressed as sensitivity, specificity, or area under the ROC curve. The definitions of sensitivity, specificity, or area under the ROC curve were explained by us in previous education editorials (4, 5).

• SAMPLE SIZE CALCULATION BASED ON SENSITIVITY OR SPECIFICITY
We will use the sample size calculation methods of Buderer et al.1996 (6). In this method, we need first to calculate the TP+FN for sensitivity and the TN+FP for specificity through the following equation.

\[ TP + FN = Z^2 \times \frac{\text{Sensitivity} \times (1 - \text{Sensitivity})}{W^2} \]

\[ TN + FP = Z^2 \times \frac{\text{Specificity} \times (1 - \text{Specificity})}{W^2} \]

Where Z, the normal distribution value, is set to 1.96 as corresponding with the 95% confidence interval, W, the maximum acceptable width of the 95% confidence interval, is set to 10%, and the expected sensitivity and specificity are defined based on the estimates from previous studies.

The next step is to calculate N required for sensitivity and N required for specificity through the following equations:

\[ N \text{ required for sensitivity} = \frac{TP + FN}{P} \]

\[ N \text{ required for specificity} = \frac{TN + FP}{1 - P} \]

EXAMPLE: A STUDY TO EVALUATE THE ACCURACY OF BLOOD PRESSURE TO HEIGHT RATIO AS A DIAGNOSTIC TOOL FOR HYPERTENSION AMONG ADOLESCENTS
Assume that we will conduct a study to estimate the accuracy of blood pressure to height ratio as a diagnostic tool for hypertension in adolescents in Egypt. Therefore, we will enroll a group of adolescents including those with hypertension and those without hypertension. Each subject will be screened twice, first time by the gold standard test (reference test), then by the new test (blood pressure to height ratio).

A previous similar study reported a sensitivity of 90% and specificity of 90% while the prevalence rate of hypertension in Egyptian adolescents was 5% (7).

To calculate the sample size required for this study, we apply the above-mentioned equations and the results were as follows:

\[ TP + FN = 34.5 \]
\[ TN + FP = 34.5 \]

Then, we calculate the N required for sensitivity and the N required for specificity, as follows:

\[ N \text{ required for sensitivity} = \frac{34.5}{0.05} = 691 \text{ participants} \]
\[ N \text{ required for specificity} = \frac{34.5}{1 - 0.05} = 36 \text{ participants} \]

Total required sample size

691 + 36 = 728 participants
Therefore, in this study, should include 691 participants with hypertension and 36 participants without hypertension yielding a total sample size of 728 participants. These equations were programmed by a Vietnamese biostatistician into an android app named “statistics and sample size pro”. By providing the same inputs, we obtain similar estimates (Figure 1).

**SAMPLE SIZE CALCULATION BASED ON THE AREA UNDER THE ROC CURVE**

This will require to provide the following inputs in MedCalc software:

1. Expected AUC
2. Null value of the AUC (usually 50% is the null value)
3. Ratio between negative and positive cases

**EXAMPLE: A STUDY TO EVALUATE THE ACCURACY OF CSF LACTATE IN DISCRIMINATING THE BACTERIAL MENINGITIS FROM ENTEROVIRAL MENINGITIS.**

Assume that we will conduct a study to estimate the accuracy of CSF lactate to discriminate bacterial meningitis from enteroviral meningitis. Therefore, we will enroll a group of patients with acute meningitis including those with bacterial meningitis and those with enteroviral meningitis. For each CSF specimen, bacterioscopy, bacterial antigen latex agglutination test and CSF bacterial...
culture will be performed as a standard test (reference test), then the CSF lactate will be estimated (new test).
A previous study by Manomaivat et al. showed that the AUC of CSF lactate was 94% for discriminating bacterial meningitis from enteroviral meningitis (8). The ratio between negative and positive cases was 525/662.

In order to calculate the sample size required for our new study, we will provide the inputs to MedCalc software as follows:
First, open the software then select “sampling” for sample size calculation options then, select “area under the ROC curve” (Figure 2). Finally, submit the data and check the table for the calculation results. As shown in figure 3, the results table shows a sample size of 11 patients (5 cases of enteroviral meningitis and 6 cases of bacterial meningitis) corresponding with a 5% alpha error and a 10% beta error.
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